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Undoubtedly, the most important criterion for asgag any project success is to
achieve the planned main objective within schedtilee, under the assumed costs
and corresponding to established project qualitsamaters. The article presents
critical path method, that aims to determine prbjechedule which ensure an
implementation shortest time. Ultimately, howeviee ptimal project duration is
designated after solving human resource deficisnoreconflicts occurring in the
generated schedule.
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1. Introduction

Too often, projects that seemed to have real chahseiccess, may not be
performed in accordance with planed expectatiomsstherefore they just fail. We
ask then ourselves question whether everythingdeesh done to prevent this
matter? Or maybe we did not pay attention to ingdrtconditions, which
negatively affect the project progressing.

Project term is currently quite intuitively and wlg being applied and so the
project can be described as a guidance documenénmeptation of any object,
a preliminary version of a given device or alsoaation plan [4]. Fgczkowski
defined project term as an undertaking (projecioaym in the Polish Dictionary
[4]) which consists of group of activities havingstart date, specific goals and



limits, established implementers responsibilitidaties), budget, schedule and the
date of completion [3]. From Wysocki point of vid#j], project tasks have to be

executed within time limit without budget exceediagd in accordance with the

established requirements. Taking into account ¢mmdi that must meet project

definitions mentioned by most authors, it can bectaded that, the completion of

any project at scheduled time and budget, withaaeeding appointed resources
and corresponding to the intended quality pararsétestrongly associated with

appropriate planning [8].

Planning in project management studies is an impbrand difficult issue.
The difficulty results not only from the undertagircomplexity, but also its
dynamism. Plans are changing all the time, botloreeits starting and during its
implementation. In order to better manage and obmirojects, a lot of methods
are created including those based on network depeed. In order to analyze a
duration project in a deterministic term the Cadti®ath Method (CPM) [3] was
created. Using the CPM algorithm, a minimum plandedation project can be
determined and for individual project activity bathrliest start and latest finish
time are than calculated. Since project conditi@xe changing during its
execution, such like resignation or illness of ane member, some project
management methods require an input of data vétwdadividual tasks duration
as random variables. The simplest and most claggicoach here can be The
Program Evaluation and Review Technique method nconly abbreviated PERT
[6]. The method requires that individual tasks exien times were given as
random variables having beta distribution, repressbrby three estimation time
values: optimistic (shortest) duration, the modtel{y (mean) duration and
pessimistic (longest) duration. Although CPM shasesne characteristics with
PERT, both have different focus. The article prés@enprediction of project time
completion and then the management of eventualeelkog planned date using
CPM algorithm.

At the beginning activities and events are modeaked network. Activities are
depicted as nodes on the network however eventsepied as arcs or lines
between the nodes and signify the beginning orrendif these activities. The
project is determined on the basis of actual m@testips existing between project
tasks (activities) and its duration. Starting andieg project date are determined
by the critical path, which is represented as secgief different project tasks.
Project schedule should be set up on the basiswofmder of alternative scenarios.
This article presents two kinds of schedules: asysxs-possible (ASAP) and as-
late-as-possible (ALAP) scheduling algorithms. Tirgt one assumes that all tasks
are being to begin and end respectively in theesarstart time (ES) and earliest
finish time (EF). The second takes into accouny dmé latest timing i.e. latest start
time (LS) and latest finish time (LF). While comipay schedules with each other a
verification of overrunning project duration andfouman resources exceeding
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availability is checked. Any lack of resources &daility during task execution

will be subject to schedule revision, referred asources balancing. This may
extends the project duration or increase allocatstyet. After having reviewed,
a new project schedule is adopted.

2. The project schedule construction

Completion of the project within the assumed tirseone of the basic
conditions for successful project termination. Depenent of activities sequence
and assigning necessary resources for their impitatien is a basis for project
schedule formulation. CPM comprises several stbps ¢an be summarized as
follow:

e Create an ordered list with required tasks (adtis)t

e Create a flowchart or diagram showing each tasklation to the others.

e Estimate time required to complete each task upiagt experience or

expert knowledge.

« Identify the critical and non-critical paths amalagks. The critical path is

the longest-duration path through the tasks forntegnetwork.

« Determine the expected completion time for eack tas

» Locate or devise alternatives for the most critjiaths.

Described steps consisting of identified activitiegerations and functions should
be placed in a logical sequence for their implemigon. Activities may be run
sequentially, or simultaneously, i.e. in paralldl the same time. Activities
sequence and the relationship between them caesétatarting point for creating
a network diagram (Fig. 1). For each activity inecessary to determine execution
time resulting from expert knowledge or similarkgn similar projects. Once
activities and their sequencing have been drowagtitical path can be identified
by determining the following four parameters foclegdask:
« ES - earliest start time: the earliest time at White task can start given
that its precedent tasks must be completed first.
« EF - earliest finish time, equal to the earlieattstime for the task plus the
time required to complete the task.
« LF - latest finish time: the latest time at whitie task can be completed
without delaying the project.
« LS - latest start time, equal to the latest firtigie minus the time required
to complete the task.
Critical activity for which there is not sufficietime between its earliest and latest
start or between its earliest and latest finishetimust begin and end on time.
Activities not lying on the critical path, have #ack time within which task
realization time can be increased without any cgueeces for the project

80



completion. At this stage a set of preliminaryogses (humans, machines etc.)
required for individual task implementation is aksstimated. In case of lack of
resources availability, the schedule has to be tepdtéhen new critical path may
emerge and structural changes may be made if pragairement change.

3. CPM Analysis Steps

Time analysis consists of 6 steps:

Step 1.For the first tasks that have not predecessat's, ieake the earliest start
times ¢;) zero, and the earliest finish timeﬁ)(equal maximum of concerned task
time ¢?) and its estimated duration task J.
0 — 0 — 0 - | = 1
tp =0 fnfi’f(tl +t;) j=23..n 1)
(t?) - the earliest start time that has not predecesso

(tij)-- tasks time duration.
(i, j)- activities with starting and final evefit j).

Step 2 to calculate the latest time for evetjt)( the following formula is used:
th =PCT t{ =min(t{ — t;) j=n—-1,n-2,...1 (2)
it i<y

td < PCT usually it is assumed that t) = PCT

PCT — Specified Project Completion Time (for exagnripted project deadline).

Step 3 Once calculated the earliest and last startimgefh event, the float (or
slack ()) can be calculated.
L=t} —t) 3)

Step 4 The total slack time for any activi($T;) is than calculated,
Step 5 Once times required to complete each activityngel, than the following
parameters can be than elaborated:

ES_Activity (i, j)earliest start times;; = ¢

LS, Activity (i, j)latest start im&.S;; = ¢ + STj;

EF; _Activity (i, j)earliest finish timeE'F;; = th — STy;

LF;_Activity (i, j)latest finish timeLF;; = t}
Step 6 The critical path is the path through the projeetwork in which none of
the activities have slack, that is, the path forchtor all activities in the path, the

following formulas are true
ES] = I—S] andEFii = I—Fij- (5)
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4. The critical path method in estimating an ERP sstem implementation
duration

Let's consider an ERP (Enterprise Resource Plahsiygfem implementation
project in a company segmented as small and mediterprises (SME). The
project is led by a three consultants’ team andisté of the following work tasks:

» Project analysis process — This step representsfticeal implementation
start and includes all activities required to et and effectively plan the
entire project. During the Analysis phase, gatlerand documenting
customer’s business requirements, outlining progetiedule, milestones,
resources, roles and responsibilities are the mgsdrtant set of activities
that must be undertaken when implementing the syste

« Software and equipment purchasing - Once the tdobpoptions that
would fit company needs and goals, have been pptopriate database
and software licenses amount depending on users tygmel business
process areas to be supported have to be purch&sedltaneously
required hardware to run the software is also bbugh

* Operation System (OS) and Database (DB) instaflaticAs soon as
equipments are available, the operating and deredap system as well as
(optional) training system are installed. Suitabktabase server is also
implemented.

* Configuration, implementation and system custongizin ERP systems
typically include many settings that modify systesperations. After
completing an initial system implementation, thenpany has everything
to get started using default settings. Howeveresgsimplementation is
considerably more difficult than standard instadlatand initial system
configuration in accordance with supplier's instroe especially in
decentralized organizations. Technical solutior@dutte rewriting part of
the delivered software, writing a homegrown moduwevork within the
ERP system, or interfacing to an external system.

* User training - After proper implementation andites the employees of
the organization are trained to work on the systefore its actually
starting. Time and number of people involved faliwdual task execution
are shown in table 1

Network diagram reflecting project implementatioeqsence and existing
dependencies between them, is presented in figiarliest and latest starting and
finishing time, as well as duration of individuakks, as elaborated in table 2 are
shown in figure 1.
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Table 1.Tasks considered to implement ERP system

Nr Description Duration| Staff | Predece-
[day] number ssor
T1 | Project analysis 10 3 none
T2 | Software purchasing 3 1 T1
T3 | Hardware and equipments purchasing 4 1 T1
T4 | OS and DB installation 3 3 T3
T5 | ERP software installation and initial configuoat 3 2 T2,4
T6 | Business processes implementation 3 2 T5
T7 | Implementation in branch offices 2 2 T5
T8 | User training 4 1 16,7
Source own consideration based on [2]
10 14] [14 17 19 22
Task 3 Task 4 Task 6
4 [ 3 3
r 10 14] |14 17 r 19 22
0 10 17 19 22 26
Task 1 Task 5 Task 8
10 2 4
0 10 17 19 22 26
F Y F'y
10 13 L 19 21
»| Task2 Task 7
3 2
14 17 20 22

Figure 1. Network diagram as adopted in the project

Using CPM algorithm [5], for the adopted examplénimum planed project
time realization is specified and for individuakkaexecution earliest and latest
start times, ensuring project completion in minimuwime realization are
calculated.

Table 2. The result of CPM algorithm application

Task | Duration| ES EF LS LF Slagk
T1 10 0 10 0 10 0
T2 3 10 13 14 17 4
T3 4 10 14 10 14 0
T4 3 14 17 14 17 0
T5 2 17 19 17 19 0
T6 3 19 22 19 22 0
T7 2 19 21 20 22 1
T8 4 22 26 22 26 0

Source own calculations based on the CPM algorithm
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From table 2 it follows that minimum project duaatiis 26 days. Six tasks
(1, 3,4,5, 6 and 7) have a slack time equal Bh@se activities have earliest time
equal to latest time and thus form a critical p&hdelay in this path delays the
project. Remaining tasks in this case (2 and 7)hawslack time, i.e. can be
delayed past its earliest start or earliest fimgtout delaying the project. Task 7
has a slack time equal 1 day and, in fact, it ichmless than task 2 amounting
(4 days). Task 2 has a time margin raising to 4sdayd then unlikely does not
cause any threat to entire project completion. éntatn circumstances if task
completion requires early payment, as task 2 (4§eepurchasing), any delay
retarding task beginning can be profitable (lateyrpent). To analyze exceeding
planned time possibility, the paper presents tvpesyForward Pass and Backward
Pass technique available in the literature [3]. Hoeward Pass formula is used
moving from the first task to last one in the neatwaliagram. This technique
generates ASAP (as soon as possible) schedulelland #o find the earliest start
time (ES) and the earliest finish time (EF) for ledgask (Fig. 2). The second
formula is the Backward Pass used by moving froenléist task to the first one.
This formula generates ALAP (as late as possildbgdule and permits to get the
latest start (LS) and latest finish time (LF) faich task (Fig. 4).

1 23 456 7 8 9101112 13(14 15 16 17 18 19 20 2122123 24 25 26
: P days

Figure 2. ASAP schedule in the adapted case

Arranged tasks in a logical sequence for their enm@ntation must be
completed with required information about staff tiemand its availability during
tasks execution. Planned human resources in acu®daith ASAP schedules are
shown in figure 3.

Staff

[ R U

\_ﬂ

12 3 4 5 6 7 8 910111213 141516 17 18 19 20 21 22 23 24 25 Eé
days

Figure 3. Personnel (staff) loading chart for ASAP schedule
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In the ALAP schedule all tasks are planned in ataoce with their latest
times. Required information about staffs are atkded (Fig. 4).

12 34 56 7 8 91011121314 15 16 17 18 19 20 21{22 23 24 25 26

' days
Staff

(=T

days
12 3 45 6 7 8 91011121314 151617 18 19 20 21 22 23 24 25 26

Figure 4. Planned tasks and personnel (staff) loading dbaiLAP schedule

From figure 3 and figure 4 it results that in betihedule types, all tasks fit in
with the planned implementation time. Analyzingthar illustrated schedules in
terms of the availability of necessary resourcé® &assumed available staff
(3 persons) during certain implementation period weceeded: in the ASAP case
(4 persons) for 2 days, while during ALAP case @spns) within 5 days.
Therefore, none of the scheduling resulted from Gidgdrithm will be possible to
implement and a correction in term of human resssiroust be provided.

Primary schedule for task implementation often seedbe corrected after
consideration of resources allocation and projeuitdtions. Human resources
beside budget limitation are often the basic redecadjust basic schedule. There
is another important factor, due to the fact thaé garticular employee may
expected to work on multiple tasks simultaneouSlych situation is called human
resource conflict and may be terminated by usirgd loesources equalization
(balancing). In this case a shifting in time oftaar activities by conversing their
parallel exercise to serial form can be consideféds is done in accordance with
the principle: among all performed tasks, sele& finst that has the lowest
expected duration and for which there is not enosgif and then move its
planned date and start date of all its direct amtiréct successors so that the
performance of identified tasks subject to staHikbility was possible. If the task
shift does not fit within its slack time, than a alé project prolongation will be
required. In the discussed example, consultantbetter distributed over time in
the ASAP schedule case and resources adjustmeltt beuapplied only during
two days instead of 5 days for ALAP schedule, thathy ASAP schedule is
subject to correction. The effect of project taskifting over time is depicted in
figure 5.
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1 2 346567 8 91011121314 15 16 17 18 19 20 21,2223 24 25 26 27 28
days

12 3 45 6 7 8 910111213 141516 17 18 19 20 21 22 23 24 25 26 27 25
days

Figure 5. ASAP schedule after staff balancing

Once the project completion date in accordance thihrevised schedule is
accepted, project scheduling process can be coadids complete.

4. Summary

The article presented a deterministic model forinesing project time
duration. CPM was developed for complex but faidytine projects with minimal
uncertainty in the project completion time. Two edhles type ASAP and ALAP
have been used in this paper for designating aniElRRRmentation project critical
path. A complete overview of tasks duration andspeal availability associated
with its realization is also provided. Based on déldepted case, the application of
CPM can be useful in logical discipline in the piany and scheduling of projects.
Since individual task duration most often cannosbee during the planning stage,
and for less routine project there is uncertaintghie completion time, the use of
deterministic CPM model does not constitute a usigemodel for estimating
project completion time. An alternative to CPM ablle PERT planning model,
which allows a range of durations (optimistic, ag® and most pessimistic
values), specified for each activity in which immplentation time fits with high
probability. This case will be examined in the niedure.
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